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A thorough energy benchmark study of various density functionals (DFs) is carried out with the new

GMTKN30 database for general main group thermochemistry, kinetics and noncovalent interactions

[Goerigk and Grimme, J. Chem. Theor. Comput., 2010, 6, 107; Goerigk and Grimme, J. Chem. Theor.

Comput., 2011, 7, 291]. In total, 47 DFs are investigated: two LDAs, 14 GGAs, three meta-GGAs,

23 hybrids and five double-hybrids. Besides the double-hybrids, also other modern approaches, i.e.,

the M05 and M06 classes of functionals and range-separated hybrids, are tested. For almost all

functionals, the new DFT-D3 correction is applied in order to consistently test the performance also

for important noncovalent interactions; the parameters are taken from previous works or determined

for the present study. Basis set and quadrature grid issues are also considered. The general aim of the

study is to work out which functionals are generally well applicable and robust to describe the energies

of molecules. In summary, we recommend on the GGA level the B97-D3 and revPBE-D3 functionals.

The best meta-GGA is oTPSS-D3 although meta-GGAs represent in general no clear improvement

compared to numerically simpler GGAs. Notably, the widely used B3LYP functional performs worse

than the average of all tested hybrids and is also very sensitive to the application of dispersion

corrections. We discourage its usage as a standard method without closer inspection of the results, as it

still seems to be often done nowadays. Surprisingly, long-range corrected exchange functionals do in

general not perform better than the corresponding standard hybrids. However, the oB97X-D

functional seems to be a promising method. The most robust hybrid is Zhao and Truhlar’s PW6B95

functional in combination with DFT-D3. If higher accuracy is required, double-hybrids should be

applied. The corresponding DSD-BLYP-D3 and PWPB95-D3 variants are the most accurate and

robust functionals of the entire study. Additional calculations with MP2 and and its spin-scaled

variants SCS-MP2, S2-MP2 and SOS-MP2 revealed that double-hybrids in general outperform those.

Only SCS-MP2 can be recommended, particularly for reaction energies. We suggest its usage when a

large self-interaction error is expected that prohibits usage of double-hybrids. Perdews’ metaphoric

picture of Jacob’s Ladder for the classification of density functionals’ performance could unbiasedly

be confirmed with GMTKN30. We also show that there is no statistical correlation between a

functional’s accuracy for atomization energies and the performance for chemically more relevant

reaction energies.

1. Introduction

The aim of computational thermochemistry is to describe the
energetic properties of chemical processes with an accuracy of

1 kcal mol!1 or less (0.1–0.2 kcal mol!1 for the relative energy
of conformers). At the same time, the methods applied should
not be too demanding in terms of necessary computation times
and hardware resources, which rules highly accurate ab initio
wavefunction based methods out if larger, chemically relevant
systems are considered. The Kohn–Sham density functional
theory [(KS-)DFT] offers an ideal solution to this dilemma.1,2

However, the number of proposed exchange-correlation
functionals is immense and most of them suffer from
severe problems. Very prominent examples are the self-
interaction-error3–6 (SIE, also called delocalization-error in
many-electron systems) and the lack of adequately describing
long-range correlation effects, e.g. London-dispersion.7–10

Moreover, the applicability of many functionals to various
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problems is not broad but rather specialized (see e.g. ref. 11),
which makes their application sometimes very difficult for
‘non-experts’.

Benchmarking is, consequently, a crucial process that helps
better understanding a quantum chemical method’s performance.
This was first realized by Pople and co-workers, who developed
the G1 test set,12 which later evolved to the G2/97,13 G3/9914

and G3/05 sets.15 However, these works mainly focused on
atomization energies (or, equivalently, heats of formation).
Electron affinities, ionization potentials, and proton affinities
of small molecules played an additional minor role. Truhlar
and co-workers extended the idea of benchmarking by
introducing databases covering a wide variety of different
physico-chemical properties, including reaction energies,
barrier heights and noncovalent interactions.16–24 Important
and popular benchmark sets introduced by other groups are
for example the S22 set for noncovalent systems25 (recently
revised with new reference values26,27), the ISO3428 set
for isomerization energies of organic molecules and the
‘mindless-benchmark’ set (MB08-165)29 for testing decomposition
energies of randomly created molecular systems.

Having access to a plethora of different published
benchmark sets, the question is, which combination of these
is the best to obtain a thorough insight into a quantum
chemical method’s performance. In 2010, we published the
so-called GMTKN24 database as an answer to this question.
It is a collection of 24 previously published or newly developed
benchmark sets for general main group thermochemistry,
kinetics and noncovalent interactions.30 Very recently, it was
extended by six additional sets and dubbed GMTKN30.31 In
total, GMTKN30 comprises 1218 single point calculations
and 841 data points (relative energies). Its 30 subsets can be
divided into three sections, which are depicted in Fig. 1. These
sections cover basic properties (e.g. atomization energies,
electron affinities, ionization potentials, proton affinities, SIE
related problems, barrier heights), various reaction energies
(e.g. isomerizations, Diels–Alder reactions, ozonolyses, reactions
involving alkaline metals), and noncovalent interactions
(water clusters, conformational energies, and inter- and intra-
molecular London-dispersion interactions). Reference values
for all subsets are based on highly accurate theoretical or

experimental data; for more details see ref. 30 and 31. More
information on the subsets is also given in Table 1.
GMTKN30 covers a large cross section of chemically

relevant properties. The systems are mostly dominated by
electronic wavefunctions of single-reference character and
mainly contain early row elements. Nevertheless, they reflect
everyday problems many chemists are challenged with.
Therefore, GMTKN30 is ideal for thoroughly evaluating
existing methods and developing new density functionals
(DFs). In the original publication of its precursor GMTKN24
we demonstrated this by investigating four common (meta-)GGA
functionals and tried to answer the question how beneficial a
reparameterization of these is.30 The general outcome of this
study was that none of the investigated functionals was equally
applicable to every kind of problem. Lifting physical boundary
conditions improves the description of some processes, but
worsens the results for others. The only exception was a
reparameterized version of TPSS, dubbed oTPSS, where ‘o’
stands for optimized. The performance of oTPSS was even
comparable to some hybrid DFs. In the following GMTKN30
publication, two new double-hybrid meta-GGA functionals
were developed and compared to other existing double-
hybrids.31 This study revealed that the newly proposed
PWPB95 functional is more robust, accurate and less basis-
set dependent than the other double-hybrids. PWPB95 is
based on reparameterized Perdew–Wang32 exchange and
Becke9533 correlation and incorporates a spin-opposite scaled
perturbative correlation.34,35 Because of this, it is possible to
employ a Laplace algorithm for the MP2 part36 which brings
the formal scaling behavior of O(N5) down to O(N4), with N
being the system size. GMTKN30 was also very useful for
demonstrating the importance of adding a London-dispersion
correction (DFT-D37/DFT-D338) to improve the results, not
only for noncovalent interactions but also for reaction
energies.30,31,39,40

The promising results for GMTKN30 encouraged us to
focus on the huge number of published DFs. Thus, in this
work we want to give a new and extended perspective on DFT
performance for GMTKN30 that was lacking in our previous
publication. We will shed light on the questions which many
users of DFT ask themselves regularly: Which functional has
to be used? Which functional is robust? Which functional is
most reliable for the investigation of hitherto unknown
problems? We think that GMTKN30 provides useful answers
to these questions. We try to show, which functionals can be
considered as accurate (on the specific rung on Jacob’s
Ladder41) and broadly applicable. With ‘robust’ we mean
any DF that has a reliable and quick SCF-convergence, a
small grid dependence, and that yields often relatively accurate
results for various properties without showing any severe
outliers.
In total, 47 functionals will be investigated: two LDA,

14 GGA, three meta-GGA, 23 hybrid and five double-hybrid
(DHDF) density functionals. Besides the DHDFs, we will also
consider other modern approaches, like the Minnesota classes
of functionals and range-separated hybrids. Basis set and
quadrature grid dependences will also be discussed. For
almost all functionals the new dispersion correction DFT-D3
will be applied. This is absolutely necessary in order to get a

Fig. 1 Schematic overview of GMTKN30 with its three major

sub-sections and their respective benchmark sets.
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reliable picture of the ‘true’ functional performance that would
otherwise be contaminated by the results for the important
noncovalent interactions.

GMTKN30 allows also a thorough comparison of the DFs
with MP2. MP2 is still used in many applications and also for
deriving allegedly accurate theoretical reference values (see for
e.g. ref. 69). As the data in GMTKN30 are based on more
accurate methods, it is possible to reliably benchmark MP2
and various spin-scaled variants. Particularly the comparison
with DHDFs is of interest.

In Section 2 the computational details are explained. Section
3 discusses the DFT-D3 correction in more detail and the
parameters for all tested functionals are presented. For those
methods, for which no parameters had yet been published, we
will present these for the first time. These values are determined
for the original DFT-D3 method,38 which uses a ‘zero-damping’
function, and alternatively with the finite ‘Becke–Johnson’
(BJ)71–73 damping as recently discussed by us.40 Section 4
focuses on the interpretation of the results obtained for

GMTKN30. Although it is in principle possible to conclude
which functional is the best for a specific subset, we will mainly
carry out overall statistical analyses to investigate the general
accuracy, robustness and broad applicability of the tested
methods. During the review process of this manuscript, Zhao
and Truhlar published a DFT benchmark study based on four
subsets taken from GMTKN30 (SIE11, DC9, DARC,
and ALK6).74 They also tested the Minnesota classes of
functionals, some range-separated methods and the B2PLYP
functional and gave conclusions for about 30 DFs. Dispersion
corrections were used in the old form (although it had been
shown that DFT-D3 performs better particularly for alkaline
metals) and not applied consistently to all methods.
We want again to emphasize that we regard our present

analysis as novel in several aspects. The range of considered
chemical properties and the variety of DFs is, to the best of
our knowledge, larger than in preceding benchmark studies.
Also, for the first time, dispersion effects are considered
consistently and results close to the basis set limit (i.e., the ‘true’

Table 1 Description of the subsets within the GMTKN30 database

Set Description # av. |DE|a Ref. method Ref.

MB08-165 Decomposition energies of artificial molecules 165 117.2 est. CCSD(T)/CBS b

W4-08 Atomization energies of small molecules 99 237.5 W4 c

G21IP Adiabatic ionization potentials 36 250.8 exp. d

G21EA Adiabatic electron affinities 25 33.6 exp. d

PA Adiabatic proton affinities 12 174.9 est. CCSD(T)/CBS and W1 e,f

SIE11 Self-interaction error related problems 11 34.0 est. CCSD(T)/CBS g

BHPERI Barrier heights of pericyclic reactions 26 19.4 W1 and CBS-QB3 c,h,i,j,k

BH76 Barrier heights of hydrogen transfer, heavy atom transfer,
nucleophilic substitution, unimolecular and association
reactions

76 18.5 W1 and theor. est. l,m

BH76RC Reaction energies of the BH76 set 30 21.5 W1 and theor. est. l,m

RSE43 Radical stabilization energies 43 7.5 est. CCSD(T)/CBS n

O3ADD6 Reaction energies, barrier heights, association energies for
addition of O3 to C2H4 and C2H2

6 22.7 est. CCSD(T)/CBS o

G2RC Reaction energies of selected G2/97 systems 25 50.6 exp. p

AL2X Dimerization energies of AlX3 compounds 7 33.9 exp. q

NBPRC Oligomerizations and H2 fragmentations of NH3/BH3

systems; H2 activation reactions with PH3/BH3 systems
12 27.3 est. CCSD(T)/CBS g,r

ISO34 Isomerization energies of small and medium-sized organic
molecules

34 14.3 exp. s

ISOL22 Isomerization energies of large organic molecules 22 18.3 SCS-MP3/CBS t

DC9 Nine difficult cases for DFT 9 35.7 Theor. and exp. g,j,u,v,w,x,y,z

DARC Reaction energies of Diels–Alder reactions 14 32.2 est. CCSDT/CBS q

ALK6 Fragmentation and dissociation reactions of alkaline and
alkaline-cation–benzene complexes

6 44.6 est. CCSD(T)/CBS aa

BSR36 Bond separation reactions of saturated hydrocarbons 36 16.7 est. CCSD(T)/CBS bb

IDISP Intramolecular dispersion interactions 6 13.5 Theor. and exp. s,cc,dd,ee

WATER27 Binding energies of water, H+(H2O)n and OH!(H2O)n
clusters

27 82.0 est. CCSD(T)/CBS; MP2/CBS ff

S22 Binding energies of noncovalently bound dimers 22 7.3 est. CCSD(T)/CBS gg,hh

ADIM6 Interaction energies of n-alkane dimers 6 3.3 est. CCSD(T)/CBS aa

RG6 Interaction energies of rare gas dimers 6 0.46 exp. aa,ii,jj,kk,ll

HEAVY28 Noncovalent interaction energies between heavy element
hydrides

28 1.3 est. CCSD(T)/CBS aa

PCONF Relative energies of phenylalanyl–glycyl–glycine tripeptide
conformers

10 1.5 est. CCSD(T)/CBS mm

ACONF Relative energies of alkane conformers 15 1.8 W1h-val nn

SCONF Relative energies of sugar conformers 17 4.9 est. CCSD(T)/CBS g,oo

CYCONF Relative energies of cysteine conformers 10 2.1 est. CCSD(T)/CBS pp

a Averaged absolute energies in kcal mol!1, excluding ZPVEs. b Ref. 29. c Ref. 42. d Ref. 43. e Ref. 44. f Ref. 17. g Ref. 30. h Ref. 45. i Ref. 46.
j Ref. 47. k Ref. 48. l Ref. 20. m Ref. 21. n Ref. 49. o Ref. 22. p Ref. 13. q Ref. 50. r Ref. 51. s Ref. 28. t Ref. 52. u Ref. 53.
v Ref. 54. w Ref. 55. x Ref. 56. y Ref. 57. z Ref. 58. aa Ref. 38. bb Ref. 59. cc Ref. 60. dd Ref. 61. ee Ref. 31. ff Ref. 62.
gg Ref. 25. hh Ref. 26. ii Ref. 63. jj Ref. 64. kk Ref. 65. ll Ref. 66. mm Ref. 67. nn Ref. 68. oo Ref. 69. pp Ref. 70.
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functional performance) are discussed. A thorough comparison
between DHDFs and other modern approaches (Minnesota,
range-separated functionals, spin-scaled MP2 methods) is
provided.

2. Computational details

All calculations were either carried out with the Turbomole
suite of programs (a modified version of Turbomole
5.9 and the original version of Turbomole 6.0.75–78) or
with Gaussian0979 (DFs applied with Gaussian are marked
in Table 2). In total, two LDAs, 14 GGAs, three meta-GGAs,
23 hybrids and five DHDFs were tested. These are in the
LDA case SPW9280,81 and SVWN80,82 (in the VWN5-
parameterization). The GGA-level comprises B97-D37 (but
with DFT-D3 applied instead of the original DFT-D),

BP86,83–85 BOP,83,86 various combinations with LYP87,88

correlation (BLYP, mPWLYP,89 OLYP90), PBE91 and its
reparameterized variants PBEsol,92 revPBE93 and combinations
of various exchange functionals with PBE correlation
(OPBE, BPBE, rPW86PBE94). The new SSB95 and revSSB96

functionals of Swart et al., which are based on OPTX and
PBE, were also investigated. On the meta-GGA level the
original TPSS97 functional and its reparameterized version
oTPSS30 were tested. Also, Zhao’s and Truhlar’s M06L98

functional was applied. Tested global hybrid functionals are
the popular B3LYP,99,100 B3PW91,99 BHLYP101 and
PBE0102,103 functionals. Also other PBE variants were tested.
PBE3838 (which was used in the development of the DFT-D3
correction) is basically like PBE0, but instead of 25%
Fock-exchange (EHF

X ) it contains 37.5% (3/8). revPBE0 and
revPBE38 are based on the reparameterized revPBE
functional and include 25% or 37.5% Fock-exchange,
respectively. They are tested here for the first time. TPSS0104

is based on TPSS and includes 25% EHF
X , in contrast to the

also investigated TPSSh105 (10% EHF
X ). Various additional

functionals are based on combinations of PW32 exchange
and B9533 correlation, and differ by either the amount
of Fock-exchange or the values of the inherent functional
parameters. These functionals were proposed by Zhao and
Truhlar and are called PW6B95,106 MPW1B95,107 PWB6K106

and MPWB1K.107 Also the combination of B95 with B88 is
tested (B1B95).33 Other investigated global hybrids are
BMK108 and Truhlar’s Minnesota classes of functionals
(M05,109 M052X,110 M06,23 M062X23 and M06HF111).
Additionally, three range-separated functionals are also
applied: CAM-B3LYP,112 LC-oPBE113 and oB97X-D.114

The tested double-hybrids are B2PLYP,58 B2GPPLYP,42

DSD-BLYP,115 XYG3116 and PWPB95.31 The first two
differ by their amounts of Fock-exchange and perturbative
correlation. DSD-BLYP uses the same DFT ingredients as
B2PLYP, but adds a spin-component-scaled perturbative
contribution.34 In common DHDFs, the SCF is solved for
the hybrid part of the functional, and the resulting orbitals are
used for the perturbative treatment. XYG3, however, is based
on B3LYP densities, which are then used for the evaluation of
the hybrid part (non-selfconsistently) and the perturbative
correction. For a closer critical analysis of this approach, see
ref. 31. PWPB95 is, as explained in the introduction, based
on reoptimized PW and B95 ingredients and makes use of
SOS-PT2 correlation.35

For most of the methods, the DFT-D338 correction was
applied with our group’s own program dftd3 (see Section 3 for
more details). Exceptions were the LDA functionals (because
of their overbinding tendency, the usage of a dispersion
correction does not make any sense), the oB97X-D functional
(which technically could only be used with the DFT-D correction
from 2006) and XYG3 (for which double-counting effects
are expected when combined with a dispersion correction
similar to LDA). Note that some functionals were explicitly
optimized in combination with the previous DFT-D37

correction. These are B97-D, SSB, revSSB, oTPSS, and
DSD-BLYP. Preliminary investigations on B97-D showed
that the parameters did not change much, if the new
DFT-D3 correction was applied. Therefore, all mentioned

Table 2 DFT-D3 parameters of all investigated functionals with
corresponding reference

Functional s6 sr,6 s8 Ref.

B97-D3 1.0 0.892 0.909 a

BP86 1.0 1.139 1.683 a

BOP 1.0 0.929 1.975 This work
BLYP 1.0 1.094 1.682 a

mPWLYP 1.0 1.239 1.098 This work
OLYP 1.0 0.806 1.764 This work
PBE 1.0 1.217 0.722 a

PBEsol 1.0 1.345 0.612 This work
revPBE 1.0 0.923 1.010 a

BPBE 1.0 1.087 2.033 This work
OPBE 1.0 0.837 2.055 This work
rPW86PBE 1.0 1.224 0.901 b

SSB 1.0 1.215 0.663 This work
revSSB 1.0 1.221 0.560 This work
TPSS 1.0 1.166 1.105 a

oTPSS 1.0 1.128 1.494 This work
M06-Lc 1.0 1.581 0.0 This work
B3LYP 1.0 1.261 1.703 a

B3PW91c 1.0 1.176 1.775 This work
BHLYP 1.0 1.370 1.442 This work
PBE0 1.0 1.287 0.928 a

revPBE0 1.0 0.949 0.792 This work
PBE38 1.0 1.333 0.998 This work
revPBE38 1.0 1.021 0.862 This work
TPSSh 1.0 1.223 1.219 This work
TPSS0 1.0 1.252 1.242 a

PW6B95 1.0 1.523 0.862 a

MPW1B95 1.0 1.605 1.118 This work
PWB6K 1.0 1.660 0.550 This work
MPWB1K 1.0 1.671 1.061 This work
B1B95 1.0 1.613 1.868 This work
BMKc 1.0 1.931 2.168 This work
M05c 1.0 1.373 0.595 This work
M052Xc 1.0 1.417 0.0 This work
M06c 1.0 1.325 0.0 This work
M062Xc 1.0 1.619 0.0 This work
M06HFc 1.0 1.446 0.0 This work
CAM-B3LYPc 1.0 1.378 1.217 This work
LC-oPBEc 1.0 1.355 1.279 This work
B2PLYP 0.64 1.427 1.022 d

B2GPPLYP 0.56 1.586 0.760 d

PWPB95 0.82 1.557 0.705 d

DSD-BLYP 0.50 1.569 0.705 d

a Ref. 38. b Ref. 40. c Applied with Gaussian09. oB97X-D was also
applied with Gaussian09, but is not mentioned in this list, as it had to
be combined with the older DFT-D correction. d Ref. 31.
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functionals are kept electronically in their original form and
combined with DFT-D3 in the standard way.

For all DFs, the large Ahlrichs’ type quadruple-z basis sets
def2-QZVP were applied.117 For the calculations of electron
affinities (G21EA), diffuse s- and p-functions (for hydrogen
only an s-function) were added from the Dunning aug-cc-
pVQZ basis sets;118 the resulting set is denoted by aug-def2-
QZVP. As discussed previously,30,31 one diffuse s- and one
diffuse p-function (taken from aug-cc-pVQZ) were added to
oxygen in the case of WATER27. In some cases we also carried
out calculations with the def2-TZVPP and def2-SV(P) sets and
used diffuse functions from aug-cc-pVTZ/aug-cc-pVDZ where
necessary (see Section 4.2). To account for scalar relativistic
effects, the heavy atoms in HEAVY28 and RG6 were treated
with the effective core potentials ECP-28 (for Sb-Xe) and
ECP-60 (for Pb, Bi, and Rn),119,120 which were slightly
modified by Weigend and Ahlrichs and called ‘def2-ecp’ in
Turbomole.117 In all cases, SCF-convergence criteria were set
to 10!7Eh. All open-shell calculations were done within the
unrestricted Kohn–Sham formalism (UKS).

Additional calculations were carried out for HF, MP2
and its spin-scaled versions SCS-MP2,34 S2-MP2121 and
SOS-MP2.35 S2-MP2 differs from SCS-MP2 by the scaling
factors for the same and opposite spin. Extrapolations to the
complete basis set (CBS) limit122 were carried out with the
same Ahlrichs type basis sets as described above.

In all Turbomole calculations, the hybrid functionals
and the hybrid-(meta-)GGA parts of the double-hybrids
were treated within the resolution of the identity (RI-JK)
approximation.123 This is also the case for the HF calculations.
For the perturbative parts of the DHDFs and the MP2
variants, the RI approximation was used as well.78 All
electrons were fully correlated for the DHDF perturbative
calculations. For the MP2 methods, the frozen core approx-
imation was applied. The RI-J approximation was applied to
LDA and (meta-)GGA functionals. All auxiliary basis
functions were taken from the Turbomole basis set
library.124,125 For GMTKN30 DFT calculations, the
Turbomole grid m4 was used, whereas the larger m5 grid
was chosen in the DFT-D3 fitting procedure.125 The
‘m-options’ apply smaller grids for the actual SCF and finally
evaluate the exchange-correlation potential with the
converged KS-orbitals (see ref. 125 for more details). In some
cases, a grid dependence study was carried out with the large
‘reference’ grid, which is comparable to Gaussian’s large
‘ultrafine’ grid (see Section 4.1.3.2).

GAUSSIAN09 calculations were carried out without any
density fitting approximations. The ‘fine grid’ was used in all
cases (a pruned grid with 75 radial shells and 302 angular
points per shell). Preliminary investigations with PBE
showed no major differences between the Turbomole and
Gaussian set-ups (the statistical results differed by less than
0.015 kcal mol!1). The ‘ultrafine grid’ (99 radial shells and
590 angular points per shell) was used for some functionals in
the grid dependence study (see Section 4.1.3.2).

In our recent studies on GMTKN24 and GMTKN30, we
defined a weighted total mean absolute deviation (WTMAD)
to combine all obtained mean absolute deviations (MADs) for
each subset into one final number for a tested method. We also

discussed that such a procedure can be defined in several ways
and that there is in general no clear right or wrong. After
having tested several schemes, we had found that the overall
ranking of methods was not altered. In the scheme which we
finally presented (see eqn (1)), each of the 30 MAD values was
weighted by the number of entries (Ni) of each subset to take
into account its size. Furthermore, each subset was weighted
by an additional factor that was calculated as the ratio between
the MADs of BLYP and B2PLYP-D [i.e. MAD(BLYP)/
MAD(B2PLYP-D)] to take into account the difficulty of a
certain subset.

WTMAD ¼ 1

3091:4
#
X30

i

Ni #
MADBLYP

i

MADB2PLYP-D
i

#MADi ð1Þ

In order to be consistent and although the new DFT-D3
correction is applied in the present study, the WTMAD is still
defined with the older version DFT-D. The pre-factors for
each subset underlie the constraint that the product of system
size and scale factor of a certain set should not be larger than
one half of the corresponding value for MB08-165, i.e., 222.75.
Therefore, it is guaranteed that smaller sets with a large scale
factor enter not too strongly. The actual values for the
weighting factors of all 30 subsets are given in the ESI.w In
the following discussions, WTMADs are shown for the
complete GMTKN30 set and for its three major sub-classes.

3. The DFT-D3 London-dispersion correction

Although common functionals sometimes seem to qualitatively
give correct interaction-potentials for some weakly bound
compounds at equilibrium distances (e.g. BLYP or B3LYP)
and although highly parameterized DFs (like the Minnesota
classes of functionals) have been designed to account for
medium-range dispersion effects, it is nowadays clear that all
semi-local DFs and conventional hybrid functionals (that
include nonlocal Fock-exchange) asymptotically cannot
provide the correct !C6/R

6 dependence of the dispersion
interaction energy on the inter-atomic(molecular) distance
R. Various approaches to tackle this problem were proposed
in the literature; for a recent review see e.g. ref. 39. In the
following, only the DFT-D approach will be discussed in
detail. It provides a dispersion energy EDFT-D

disp , which can be
added to the result of a standard DFT calculation without any
additional computational cost. After the first two versions in
2004126 and 2006,37 our group proposed very recently a new
variant of this correction called DFT-D3,38 of which we will
make use in the present study. Compared to the previously
published versions, DFT-D3 contains more ‘ab initio’
ingredients and is characterized by less empiricism. It covers
more elements (H-Pu) than the first DFT-D versions and
performs in general better, in particular for metal systems.
The general form for the dispersion energy EDFT-D3

disp is

EDFT-D3
disp ¼ ! 1

2

X

AaB

X

n¼6;8
sn
CAB

n

Rn
AB

fdamp;nðRABÞ; ð2Þ

where the sum is over all atom pairs in the system, CAB
n denotes

the averaged (isotropic) nth-order dispersion coefficient
(orders n = 6,8) for atom pair AB, and RAB is their
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internuclear distance. In DFT-D3 these coefficients depend on
the coordination sphere of each atom within a molecule (see
ref. 38 for more details). The sn’s are global (DF dependent)
scaling factors. For common DFs, s6 is set to unity to assure
that the DFT-D3 correction has a physically correct asymptotic
behavior. For double-hybrids, an s6 value smaller than unity
has to be chosen, because of the presence of the nonlocal
PT2 contribution (note that a dispersion correction is still
necessary, as the PT2 contribution is scaled down). Recently,
we introduced a scheme to determine the s6 values for DHDFs
consistently.31 s8 is adjusted specifically for each functional.
Note that this term is more short-ranged and rather strongly
interferes with the (short-ranged) DF description of electron
correlation. In order to avoid near-singularities for small R
and double-counting effects of correlation at intermediate
distances, damping functions fdamp,n are used which determine
the range of the dispersion correction. The original expression
for DFT-D3 is37

fdamp;nðRABÞ ¼
1

1þ e!gðRAB=sr;nR
AB
0
!1Þ

; ð3Þ

where RAB
0 is a cut-off radius for atom pair AB. sr,6 is a

DF-dependent (global) scaling factor (as introduced in
ref. 127) that has to be fitted; sr,8 is set to unity for all DFs.
g (which is set to 14 for the R!6 part and to 16 for the R!8 part)
is a global constant that determines the steepness of the
functions for small R. The damping function was the recently
dubbed ‘zero-damping’ function, as it goes to zero for small
R.40 Recently, we tested the new DFT-D3 with Becke’s and
Johnson’s rational damping function71–73 and dubbed this
variant DFT-D3(BJ).40 This so-called BJ-damping leads to a
constant contribution of Edisp to the total correlation energy
from each spatially close pair of atoms (i.e., directly bonded).
In this variant the dispersion energy is given by

E
DFT-D3ðBJÞ
disp ¼ ! 1

2

X

AaB

X

n¼6;8
sn

CAB
n

Rn
AB þ f ðR0

ABÞ
n ð4Þ

with

f(R0
AB) = a1R

0
AB + a2. (5)

Here, the sum runs over all atom pairs in the system and a1
and a2 are free fit parameters introduced by BJ. R0

AB is defined
as73

R0
AB ¼

ffiffiffiffiffiffiffiffiffi
CAB

8

CAB
6

s

: ð6Þ

Thus, DFT-D3 rquires for each functional two fit para-
meters (sr,6 and s8), whereas DFT-D3(BJ) has three (a1, s8 and a2).
The parameters are determined in a least squares fit to a set
of 130 noncovalent interaction energies. During the fitting
procedure problems arose with the Minnesota classes of
functionals. These highly parameterized DFs were developed
to describe middle-range correlation effects and noncovalent
interactions correctly. In combination with DFT-D3, this
leads to double-counting effects and deteriorating results.
Therefore, s8 was set to zero for all functionals except for
M05, which did not show this behavior. Nevertheless, also

these functionals usually benefit from including a dispersion
correction and furthermore become also asymptotically
correct. The Minnesota functionals, however, proved to be
incompatible with DFT-D3(BJ), which in general provides
more ‘double-counting’ than DFT-D3.
The D3 parameters of all functionals are given in Table 2.

All functional values are implemented into the dftd3 program
which is available on our website.128 In this paper, only
the DFT-D3 correction will be applied. The DFT-D3(BJ)
correction leads, however, to the same conclusions, regarding
the best and most robust methods. DFT-D3(BJ) parameters of
all functionals are shown in the ESI.w The benefit from
including a dispersion correction to the GMTKN subsets
has also been discussed elsewhere.30,31,39,40 It was shown that
it does not only improve the description of noncovalent
interactions but also of the basic properties and particularly
the reaction energies. Therefore, only results with DFT-D3
will be discussed in the following.

4. Results and discussion

In the following sections, the results for all investigated
functionals will be shown. Only where necessary, MADs for
specific benchmark sets will be discussed. In general, we do not
want to recommend a definite DF for each subset. However,
the interested reader is referred to Table S2 of the ESIw, which
lists the best DFs for each benchmark set and for each rung of
Jacob’s Ladder. Tables S3–S49 show all MADs and RMSDs
for the DFs with and without dispersion correction. All results
are also published on our website.128 Our main discussion
focuses on an assessment of the general applicability of DFs
and the following analyses are based on WTMADs for the
complete GMTKN30 database and for its three sub-sections.
Moreover, an estimate of the robustness of a DF is given by
counting how often it yields the best or worst result. This
procedure in combination with the WTMADs allows a good
estimate of a DF’s performance. For example a DF which
gives at the same time very good and very bad MADs cannot
be regarded as reliable. On the other hand, a DF which gives
less times the best and the worst MAD, but has also a very
good WTMAD, is considered to be better and more robust.
The discussion sheds light on the different rungs of Jacob’s
Ladder. Also the quadrature grid dependences of some
functionals are discussed. An overview of all functionals is
given and the basis set dependence is studied. Finally,
the results for the MP2 variants are briefly discussed and
compared to DHDFs.

4.1 Results with (aug-)def2-QZVP

4.1.1 LDA, GGA and meta-GGA functionals. Fig. 2 shows
the WTMADs of LDA, GGA and meta-GGA functionals for
the complete GMTKN30 set and its three sub-sections. The
LDA functionals yield, as expected, the worst results of all
DFs. Particularly the basic properties, which describe severe
changes in chemical structures (e.g. atomization), are described
very badly (WTMAD of 21.7 kcal mol!1). Due to error com-
pensation, the difference between LDA and GGA is smaller
for the reaction energies (WTMAD of 6.9 kcal mol!1). The
total WTMADs for the complete database [part (d) of Fig. 2]
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are 11.9 (SPW92) and 12.0 kcal mol!1 (SVWN). Although
they differ substantially in their absolute energies, the relative
energies for SPW92 and SVWN are basically identical. There
seems not to be a chemically significant difference between the
two correlation functionals.

Before continuing with the statistical analysis for the GGAs,
one comment has to be made on the absolute energies of atoms
and molecules. In most cases only relative energies between
similar species are considered and DFs can profit from a
fortuitous error-compensation. Nevertheless, a proper DF
should also be able to compute total electronic energies within
a reasonable accuracy. As an example the water molecule is
discussed. The estimated experimental value is about
!76.432Eh.

129 Most functionals have an error of '0.15Eh

and double-hybrids lie closest to this value. However, we note
some DFs with larger deviations. The LDAs and PBEsol-D3
have higher energies of about!75.9 and!76.1Eh, respectively.
SSB-D3 and revSSB-D3 yield unusually low energies of about
!77Eh. These trends are also observed for other systems. This
has in particular a strong influence for the atomization
energies of the W4-08 set for the LDAs, PBEsol-D3 and the
two SSB variants: the errors are about 47 kcal mol!1 for the

LDAs, 24.7 kcal mol!1 for PBEsol-D3, 12.1 kcal mol!1 for
SSB-D3 and 16.0 kcal mol!1 for revSSB-D3. The other GGAs
are in a range of 4 to 8 kcal mol!1, with the exception of PBE,
which is known for its deficiency in describing atomization
energies (13 kcal mol!1).93

In the original GMTKN24 study, only the GGAs BLYP,
mPWLYP and PBE were discussed and the general outcome
was that none of them is particularly better than the other.
This herein presented and extended study with 14 GGAs
gives a clearer picture and reveals that indeed some GGA
functionals are in general better than others.
B97-D3 and rPW86PBE-D3 have the lowest WTMADs for

the basic properties [6.9 and 7.1 kcal mol!1, part (a) of Fig. 2].
The three functionals with LYP correlation, revPBE-D3 and
BPBE-D3 follow with WTMADs of 7.6 to 7.9 kcal mol!1.
BOP-D3, PBE-D3, SSB-D3 and OPBE-D3 are in a range of
8.2 to 9.2 kcal mol!1. revSSB-D3 and PBEsol-D3 have the
highest WTMADs with 10.0 and 13.3 kcal mol!1.
A different picture is seen for the reaction energies in part

(b) of Fig. 2. mPWLYP-D3 and BLYP-D3 have the worst
WTMADs (6.8 and 6.4 kcal mol!1), but OLYP-D3 is much
better (4.1 kcal mol!1), which indicates the influence of the

Fig. 2 Weighted total mean absolute deviations (WTMADs) of LDAs, GGAs and meta-GGAs in kcal mol!1 for the basic properties (a), the

reaction energies (b), the noncovalent interactions (c) and the complete GMTKN30 set (d). All values are based on (aug-)def2-QZVP calculations.

All functionals were combined with the DFT-D3 correction, except for the LDAs. The suffix ‘-D3’ was skipped.
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exchange functional for the considered types of reactions.
revPBE-D3 has the same WTMAD as OLYP-D3; PBE-D3
lies very close with 4.2 kcal mol!1. The other PBE-like
functionals (including the SSB variants) are by up to 1 kcal mol!1

higher. The only exception is BPBE-D3, which yields the
best WTMAD with 3.4 kcal mol!1, followed by BP86-D3
with 3.5 kcal mol!1.

The investigation of the noncovalent interactions revealed a
surprising flaw in some DFs. Some methods are not able to
bind certain systems even when dispersion corrected. This is
observed for DFT-D3 and DFT-D3(BJ) and thus seems to be
more an inherent problem of the DF and not of the correction.
Test calculations with various quadrature grids also ruled out
the choice of grid as a possible error-source. BPBE-D3 and
BP86-D3 do not bind the lighter rare gas dimers Ne2 and Ar2
in the RG6 set, whereas the heavier dimers are bound.
BOP-D3 does not bind Ne2 and the PbH4–water complex
in HEAVY28. OPBE-D3 shows the same behavior for this
complex.

In previous investigations, BLYP-D3 already was found to
perform very well for noncovalent interactions.30 Particularly,
the low MAD of 0.24 kcal mol!1 for the S22 set is astonishing
as it is the second best value of all 47 functionals. BLYP-D3 is
also the best GGA functional for the PCONF test set for
relative energies of tripeptide conformers. For the complete
subclass of noncovalent interaction benchmarks, BLYP-D3
has a WTMAD of only 1.11 kcal mol!1 [part (c) of Fig. 2].
Substituting B88 by OPTX exchange worsens this result to
1.40 kcal mol!1, which is the opposite behavior compared with
the reaction energies. Three DFs show an overall better
performance than BLYP-D3 for the considered test sets. These
are B97-D3 (1.03 kcal mol!1), revPBE-D3 (0.94 kcal mol!1)
and BPBE-D3 (0.86 kcal mol!1). However, the latter functional
is not recommended, due to the described inability of binding
the lighter rare gas dimers. Previously reported findings that
the SSB variants work particularly well for noncovalent
interactions96 cannot be confirmed for the present test sets
(WTMADs of 1.21 for SSB-D3 and 1.15 for revSSB-D3).

The worst GGA functionals for noncovalent interactions are
mPWLYP-D3, OPBE-D3 and PBEsol-D3.
Part (d) of Fig. 2 shows the total WTMADs for the

complete GMTKN30 set. Five GGA functionals have a
WTMAD below 5 kcal mol!1: BPBE-D3 (4.3 kcal mol!1),
revPBE-D3 (4.5 kcal mol!1), OLYP-D3 (4.7 kcal mol!1), B97-D3
and BP86-D3 (4.8 kcal mol!1 both). However, considering
the WTMADs of the three main sections and the mentioned
problems of some functionals, we recommend revPBE-D3 and
B97-D3 as robust and well applicable methods. Considering
also the number of empirical parameters in the electronic part
of these two GGAs (one and nine, respectively) one can finally
nominate revPBE-D3 as a ‘winner’ in the GGA category.
This finding is additionally supported by an analysis of how

many times a GGA functional yields the best and the worst
MAD. The results are depicted in part (a) of Fig. 3. OPBE-D3
yields six times the best MAD, but also three times the worst,
which indicates that it is not very robust. This is in accordance
with the high WTMAD of 5.6 kcal mol!1 for the complete set.
PBEsol-D3 is the worst GGA functional (worst MADs in
16 cases) and is not recommended for molecular chemistry.
The recommended B97-D3 and revPBE-D3 behave also in this
analysis well. B97-D3 provides in five cases the best MAD
(mainly for the basic properties) and revPBE-D3 in two cases.
Results for other test sets also lie often close to the best result
for that certain set. In no cases large outliers are observed and
they never yield the worst MAD.
In the original GMTKN24 study, also the TPSS and oTPSS

methods were considered. Here this investigation is repeated
for GMTKN30 with the DFT-D3 correction and additionally
including the M06L functional. Initially, the VSXC130

functional was also tested. However, it is not considered
here due to frequent SCF-convergence problems and an
incompatibility with the DFT-D and DFT-D3 corrections.
Comparing just these three meta-GGAs with each other and
counting how many times they are the best and worst
functionals reveals that TPSS-D3 and oTPSS-D3 both yield
the best MADs in 12 cases [part (b) of Fig. 3]. M06L-D3

Fig. 3 Analysis of how many times a DF yields the best and the worst MAD for the test sets of GMTKN30. The analysis is first separately carried

out for GGAs (a) and for meta-GGAs (b) and then combined for both functional classes (c). All functionals were combined with the DFT-D3

correction. The suffix ‘-D3’ was skipped.
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performs best for eight subsets. In 16 cases, however, it yields
the worst MAD. oTPSS-D3 is the most robust meta-GGA
(worst MAD in only six cases, compared to TPSS-D3 with
nine cases). For all three sub-sections and the complete
GMTKN30, oTPSS-D3 yields the lowest WTMADs (Fig. 2).
M06L-D3 has the highest WTMADs of all three meta-GGAs.
One M06L-calculation for the MB08-165 test set did
not converge, although various convergence techniques were
applied. Therefore, only 164 entries of MB08-165 were
considered in the calculation of the WTMADs. Moreover,
an inability of binding the Kr2 and Xe2 dimers in RG6 and the
PbH4–water and (TeH2)2 complexes in HEAVY28 was
observed. Again, this finding is independent from the choice
of quadrature grid or whether a dispersion correction is used
or not.

Carrying out the analysis of the best and worst MADs for
the GGAs and meta-GGAs together, we find that M06L-D3
yields six times the best MADs [part (c) of Fig. 3], closely
followed by oTPSS (five times). However, M06L-D3 is also in
six cases worse than all other functionals, whereas the other
meta-GGAs are more robust in this sense. The figure also
shows that meta-GGAs are not necessarily better than GGAs.

This is also indicated by the WTMADs. TPSS-D3 and
M06L-D3 have WTMADs that are in the range of typical
GGA functionals. In the cases of the noncovalent interactions,
no meta-GGA can be recommended, as the above mentioned
GGAs are also computationally simpler. In a nutshell, the
only meta-GGA showing an improvement compared to GGAs
is oTPSS-D3 with an overall WTMAD of 3.7 kcal mol!1,
which also competes with some hybrid functionals, as will be
seen in the next section.

4.1.2 Global hybrid functionals. The WTMADs for the
conventional hybrid functionals are shown in Fig. 4. The by
far best conventional hybrids for the basic properties are
PW6B95-D3, MPW1B95-D3, B1B95-D3 and BMK-D3.
Particularly, the MAD for the MB08-165 set is extraordinary
low for PW6B95-D3 with 4.7 kcal mol!1 (Table S31, ESIw).
Other hybrids usually lie within a range of 5.7 to 8 kcal mol!1,
sometimes higher than 10 kcal mol!1. The WTMAD of
B3LYP-D3 is 5.0 kcal mol!1, which is only an average value.
PBE- and TPSS-based hybrids have higher WTMADs. The by
far worst hybrid for the basic properties is BHLYP, which is
with 9.5 kcal mol!1 also worse than most (meta-)GGAs.

Fig. 4 Weighted total mean absolute deviations (WTMADs) of all tested hybrid functionals in kcal mol!1 for the basic properties (a), the reaction

energies (b), the noncovalent interactions (c) and the complete GMTKN30 set (d). All values are based on (aug-)def2-QZVP calculations. All

functionals were combined with the DFT-D3 correction, except for oB97X-D (older DFT-D version). The suffix ‘-D3’ was skipped.
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The analysis of reaction energies reveals a very important fact.
B3LYP-D3, the most popular functional, which is often used
in everyday calculations for similar reactions, has the worst
WTMAD of all hybrids with 4.7 kcal mol!1. Its precursor
B3PW91-D3 is one of the best functionals, though, with
2.8 kcal mol!1. The best WTMADs are obtained for
BMK-D3 and B1B95-D3 (2.5 kcal mol!1 both). MPW1B95-D3
(2.9 kcal mol!1), revPBE0-D3 (3.0 kcal mol!1), and PW6B95-D3
(3.1 kcal mol!1) follow closely.

An analysis of noncovalently bound complexes shows again
that some DFs have problems here. BMK-D3 does not bind
the neon, argon and krypton dimers (RG6), the PbH4–water
complex (HEAVY28) and the methane dimer (S22). B1B95-D3
does not bind the PbH4–water complex and the neon and
argon dimers. B3PW91-D3 shows problems with the neon
dimer. Having said that the best GGA functional has a
WTMAD of 0.94 kcal mol!1 for noncovalent interactions,
only those hybrids can be recommended, which are far below
this value. These are in particular MPW1B95-D3, MPWB1K-D3
(0.59 kcal mol!1 both), revPBE0-D3 (0.67 kcal mol!1),
PWB6K-D3 (0.68 kcal mol!1), and PW6B95-D3 (0.69 kcal mol!1).
Finally, the total WTMADs for the complete GMTKN30
set are considered in part (d) of Fig. 4. The overall best
hybrid functional is PW6B95-D3 (2.5 kcal mol!1),
followed closely by MPW1B95-D3 (2.6 kcal). B1B95-D3 and
BMK-D3 have identical values. B3PW91-D3 is with
2.9 kcal mol!1 better than B3LYP (3.7 kcal mol!1). All other
conventional hybrids provide values >3–4 kcal mol!1.
BHLYP-D3 is statistically similar to manyGGAs (5.3 kcal mol!1)
and cannot be recommended. Also the PBE-based functionals
do not show an overall good performance. With TPSS as
ingredient, the results even worsen.

The values shown in part (a) of Fig. 5 underline the outcome
of the WTMAD-analysis. BHLYP-D3, B3LYP-D3 and
BMK-D3 cannot be considered as robust, as they yield in
many cases the worst MADs. The by far best functional
according to this analysis is PW6B95-D3, which has the best
MAD in ten cases and the worst just in one case (the radical

stabilization energies in RSE43, together with MPW1B95-D3
and B1B95-D3).

4.1.3 The M05 and M06 classes of hybrid-meta-GGA
functionals. Very recently, Zhao and Truhlar carried out an
analysis of the Minnesota classes of functionals for four test
sets of GMTKN30.74 Herein, we will give a broader
overview of these methods and also investigate the effects of
the dispersion correction and the quadrature grids.

4.1.3.1 Results for the ‘finegrid’ option. The analysis of the
M05 and M06 classes of functionals is carried out in the same
way as for the conventional hybrids. The WTMADs are also
shown in Fig. 4. For these functionals a sometimes very slow
SCF-convergence was observed. Even for small systems like
H2

+, C!, F+ and the sodium and sulfur atoms, special
convergence procedures (e.g. quadratic-SCF131) had to be
applied sometimes. In some cases, the calculations did not
converge at all (e.g. for some rather difficult systems in the
MB08-165 set). M06, M062X and M052X did not converge in
one case, M06HF in five cases. Also the C2 molecule could not
be brought to convergence with M06HF. All these systems
were left out of the statistical analyses.
For the MB08-165 set, M062X-D3 has, averaged over 164

systems, the same MAD as PW6B95-D3 (averaged over all
165 systems). The WTMAD for basic properties is with
3.2 kcal mol!1 lower than for PW6B95-D3. The other
functionals behave like conventional hybrids. M06HF-D3
represents an outlier with an WTMAD of 7.5 kcal mol!1 [part
(a) of Fig. 4].
For reaction energies, only M052X-D3 (WTMAD =

2.1 kcal mol!1), M062X-D3 (2.2 kcal mol!1) and M06-D3
(2.6 kcal mol!1) can compete with the other hybrids. M06HF-D3
is with 3.4 kcal mol!1 comparable to PBE0-D3 (3.5 kcal
mol!1), M05-D3 (4.6 kcal mol!1) behaves similarly to
B3LYP-D3. Although the functionals were specifically designed
to describe noncovalent interactions, problems arose for some
systems (with and without dispersion correction). M06 does

Fig. 5 Analysis of how many times a DF yields the best and the worst MAD for the test sets of GMTKN30. The analysis is first separately carried

out for conventional, global hybrids (a) and then combined for all tested hybrids (b). All functionals were combined with the DFT-D3 correction,

except for oB97X-D (older DFT-D version). The suffix ‘-D3’ was skipped.
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not bind the krypton dimer. M06HF does not bind five of the
28 heavy element complexes in HEAVY28. The WTMADs for
the noncovalent interactions show that only M052X-D3 is
competitive to the best conventional hybrids (0.69 kcal mol!1).
The other methods have higher WTMADs; M05-D3 and
M06HF-D3 have, in fact, worse WTMADs than all other
conventional hybrids (1.30 and 1.42 kcal mol!1, respectively).

The total WTMADs in part (d) of Fig. 4 show again that
M062X-D3, M052X-D3 and M06-D3 are the best functionals
of the whole class of Minnesota functionals. M062X-D3
yields, in fact, the lowest WTMAD of all hybrids with
2.2 kcal mol!1. M052X-D3 is similar to PW6B95-D3
(2.5 kcal mol!1), M06-D3 has a WTMAD of 2.7 kcal mol!1.
M05-D3 is with 3.6 kcal mol!1 comparable to B3LYP-D3.
M06HF-D3 has a relatively large WTMAD of 4.4 kcal mol!1.
Part (b) of Fig. 5 shows how many times the functionals
perform best or worst. This analysis is now based on all tested
hybrids and allows a direct comparison between conventional
and Minnesota functionals. M062X-D3 outperforms in this
analysis all other hybrids and is the best method in nine cases.
M052X-D3 follows with six cases. PW6B95-D3 remains the
only conventional hybrid competing with these methods (six
cases), although it still yields the worst MAD in one case.
M05-D3, M06-D3, and M06HF-D3 are not competitive with
the other hybrids and yield often the worst MADs. Thus,
although, M06-D3 has a low total WTMAD, the other
conventional methods with similar WTMADs are in general
more robust.

4.1.3.2 Grid dependence. Quantum chemistry packages offer
various quadrature grids for the numerical integration of the
exchange-correlation potential and energy. The size of the grid
has a significant impact on computation times, especially when
the Coulomb interactions are treated efficiently as e.g. in
density-fitting (RI) schemes. However, several authors realized
that results for certain functionals and properties might
oscillate for different grid sizes.132–135 This effect is typically
larger for meta-GGA functionals. This was first shown for
noncovalent interactions, but later also for reaction energies.136–138

Particularly, the Minnesota classes of functionals were reported
to show these oscillations, both in geometry optimizations and
single-point energy calculations.69,139–142 Wheeler and
Houk143 did a thorough analysis of these functionals for the
ISO34 set of isomerization energies and found strong oscillations
particularly for the SG-1 grid,144 which is a standard option in
QCHEM. They concluded that this is caused by the sometimes
unusually high values of the numerous fit parameters in the
kinetic energy density enhancement factors of the exchange
parts of these functionals. We decided to investigate the grid
dependence for these functionals also for the GMTKN30 set.
We start the study by closely investigating theM06HF functional
(here without DFT-D3), as it was shown to be most affected by
this problem. The study is carried out with the ‘fine’ and
‘ultrafine’ grid options. Also here SCF-convergence problems
were observed and calculations of C2 and five systems in
MB08-165 did not converge. Interestingly, these were not always
the same systems that had not converged for the fine grid.

Fig. 6 shows the ratios between the MADs for the larger and
the smaller grid for all 30 subsets. Usually the ratios are close

to unity and the difference between the MADs is at the most
0.1 kcal/mol, but usually less for the majority of systems.
However, strong outliers are observed for G21IP, BH76RC,
DARC, BSR36, ADIM6, ACONF, SCONF and CYCONF.
Note, that this behavior for the sugar conformers has already
been mentioned by Csonka et al.69 The MADs for both grids
for the four most affected test sets are shown in Table 3. The
MAD for the ionization potentials (G21IP) improves by
1 kcal mol!1 for the larger grid. The alkane bond separation
energies in BSR36 show a huge difference between both grids
of 3.4 kcal mol!1. The MAD for ACONF increases by more
than a factor of four with the ultrafine grid. SCONF is also
described better by 0.12 kcal mol!1.
Fig. 6 also shows the ratios for the less parameterized

PW6B95 functional for the smaller TURBOMOLE grid m4
and the large reference grid, which is basically Gaussian’s
ultrafine grid. Less differences are found for this hybrid-
meta-GGA functional. Only the tripeptides show a difference
of 0.2 kcal mol!1 between both grids. Table 3 also shows the
MADs for PW6B95 for the four sets that were particularly

Fig. 6 Ratios between MADs for M06HF with the ultrafine and fine

grid options (Gaussian09) and between the MADs for PW6B95 with

the reference and m4 grids (TURBOMOLE).

Table 3 Influence of the quadrature grid on the MADs for four
selected test sets. All MADs are in kcal mol!1

Functional Grid G21IP BSR36 ACONF SCONF

M06HF Fine 5.5 4.7 0.47 0.38
Ultrafine 4.5 1.3 0.11 0.26

M062X Fine 2.5 3.3 0.23 0.33
Ultrafine 2.5 3.6 0.24 0.35

M06 Fine 3.1 2.9 0.34 0.56
Ultrafine 3.1 3.0 0.35 0.58

M06L Fine 4.5 6.0 0.46 0.39
Ultrafine 4.5 6.2 0.48 0.39

M052X Fine 3.2 2.5 0.12 0.20
Ultrafine 3.2 2.3 0.08 0.19

M05 Fine 3.4 10.3 0.71 1.64
Ultrafine 3.4 10.4 0.71 1.65

oTPSS m4 4.5 9.2 0.97 0.55
Reference 4.5 9.2 0.96 0.55

PW6B95 m4 2.8 6.6 0.21 0.51
Reference 2.8 6.7 0.20 0.52

PWPB95 m4 2.0 4.1 0.11 0.40
Reference 2.0 4.1 0.10 0.41
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problematic for M06HF. Basically no differences are found
between both grids.

Having determined the most difficult sets for M06HF,
additional investigations for these sets were then undertaken
for all other Minnesota functionals, including M06L, and as a
comparison with oTPSS and PWPB95 (Table 3). M062X, M06
and M06L work well for three sets but have differences of 0.3,
0.4 and 0.2 kcal mol!1 for BSR36. In contrast to M06HF, the
MADs for the larger grid are higher than for the fine grid. The
MAD of BSR36 for M052X is by 0.2 kcal mol!1 lower with
the larger grid; for ACONF it is lowered by 0.04 kcal mol!1.
oTPSS and PWPB95 show no significant differences between
the two quadrature grids.

4.1.4 Range-separated hybrid functionals. In the recent
years, range-separated functionals have gained a lot of
interest in the DFT community. Although their success
for the description of electronic excitation energies is
unquestionable,145–148 a thorough investigation of their
performance for ground state thermochemistry has never been
carried out. Herein, three range-separated methods are
investigated: CAM-B3LYP-D3, LC-oPBE-D3 and oB97X-D.
Due to the current implementation of DFT-D and of the latter
functional in Gaussian09 it was not possible to carry out the
analysis for systems containing elements heavier than xenon.
Whenever an element was not implemented in the D-correction,
the whole SCF procedure failed. Using the functional with its
correct parameterization without D-correction was not
possible. Thus, RG6 had to be evaluated for only four systems
and HEAVY28 for only 14.

WTMADs for the three range-separated DFs are also
shown in Fig. 4 and can be directly compared to those of
the other hybrids. For the basic properties none of these
range-separated DFs can compete with the best global
hybrids. Particularly CAM-B3LYP-D3 and LC-oPBE-D3
are worse than most of the other global hybrids (WTMAD
= 5.5 and 6.0 kcal mol!1). These two functionals perform
only moderately for reaction energies. With a WTMAD of
3.3 (CAM-B3LYP-D3) and 3.8 kcal mol!1 (LC-oPBE-D3)
they are better than B3LYP-D3 and in the range of the
PBE-based global hybrids. oB97X-D, however, seems to be
very promising and has a WTMAD of only 2.5 kcal mol!1,
similar to B1B95-D3 and BMK-D3. CAM-B3LYP-D3 is
completely inadequate for the description of noncovalent
interactions (WTMAD = 1.41 kcal mol!1). LC-oPBE-D3
and oB97X-D are better with 0.68 and 0.71 kcal mol!1.
oB97X-D is the best of all 47 functionals for WATER27
(MAD = 1.3 kcal/mol) and S22 (MAD = 0.23 kcal/mol).
However, it does not bind the neon dimer. Maybe this could
be remedied by using this functional together with the newer
dispersion corrections. Note that the reasonable performance
of e.g. LC-oPBE-D3 for noncovalent interactions mainly
results from the dispersion correction and that the long-range
exchange correction does not improve for typical van der
Waals systems compared to PBE. The total WTMADs are
for CAM-B3LYP-D3 3.5 kcal mol!1 and for LC-oPBE-D3
3.7 kcal mol!1. Thus, no overall improvement over global
hybrids is observed. oB97X-D is with 2.8 kcal mol!1 again
promising. It is also relatively robust; in three cases it gives the

best MAD of all hybrids and in none the worst [part (b) of
Fig. 5]. In general, these findings are surprising. We had
expected that the range-separated hybrids would outperform
the global ones, as the first encompass the latter ones. We
doubt that the dispersion correction is the reason for the
missing improvement compared to global hybrids, as it is
supposed to describe different physics than the long-range
exchange part. Applying e.g. CAM-B3LYP without a
dispersion-correction would not make any sense and does
not help in reaching the desired accuracy for inter- and
intramolecular noncovalent interactions (see Table S42,
ESIw). Furthermore, the results for oB97X-D are very
promising and this functional is also combined with such a
correction. oB97X-D seems to point in the ‘right’ direction
for range-separated DFs and further improvements are
encouraged.

4.1.5 Double-hybrid functionals. The results for
GMTKN30 with double-hybrid functionals have already been
discussed in detail in ref. 31. Herein, just a short summary is
given. Fig. 7 shows the WTMADs of the tested DHDFs. In
general, DSD-BLYP-D3 and PWPB95-D3 outperform the
other DHDFs. However, this comparison happens already
on a high level of accuracy. Most MADs for noncovalent
interactions lie in the error-range of the theoretical reference
method (usually estimated CCSD(T)/CBS).
The DHDFs outperform all other DFs, including the

Minnesota functionals (such a direct comparison has rarely
been done before). PWPB95-D3 works extraordinarily well for
the MB08-165 set with an MAD of 2.5 kcal mol!1, which is in
the range similar to that of CCSD(T)/cc-pVQZ (2.6 kcal mol!1).29

This already indicates the high robustness of this method.
For comparison, DSD-BLYP-D3 yields 3.3 kcal mol!1,
B2PLYP-D3 and B2GPPLYP-D3 provide values around
4 kcal mol!1. Only XYG3 is worse than the best hybrids with
5.2 kcal mol!1. In general, PWPB95-D3 and DSD-BLYP-D3
can be recommended as accurate general purpose functionals.
They have the lowest total WTMADs of all 47 tested
functionals (1.6 and 1.5 kcal mol!1, respectively). B2PLYP-D3
(2.0 kcal mol!1) and XYG3 (1.9 kcal mol!1) are much less
robust, B2GPPLYP-D3 (1.7 kcal mol!1) lies in between. For
further analyses, including their performance for transition
metal compounds, see ref. 31. Note that for systems with small
HOMO–LUMO gaps a break-down of the perturbative treatment
is expected. The fifth-rung random-phase approximation
(RPA) based methods seem to be a promising ansatz for these
systems (for recent publications of RPA see ref. 149–151 and
references therein).

4.1.6 Overall comparison. To have a final overview over all
tested DFs, all total WTMADs for the complete GMTKN30
set are shown in part (a) of Fig. 8. The results nicely show the
systematically decreasing WTMADs when going from LDAs
to DHDFs. Exceptions have already been discussed above.
This clear representation of Jacob’s Ladder is even better seen
when the total WTMADs of all functionals on a rung on this
ladder are averaged. Part (b) of Fig. 8 shows these averaged
WTMADs. Again we want to emphasize, particularly for
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‘non-experts’ of DFT, that B3LYP-D3 is worse than the
average of all hybrid functionals.

While our final analyses were carried out and shortly before
submitting this work, Csonka, Perdew and Ruzsinszky
published a detailed study on the effect of Fock-exchange
admixture on the thermochemical performance of various
density functional approximations.152 In this (and many
similar studies) mainly atomization energies are taken as a
reasonable measure of performance. We think that atomization
is rather unimportant in chemistry and that atomization
energy DF benchmarks can cause misleading impressions
regarding the description of more realistic chemical reaction
energies. The data generated here can be used to shine more
light on this issue. In Fig. 9 we plot the WTMAD for all
reaction subsets as a function of the MAD for the W4-08
atomization energy subset. As can be seen clearly there is
overall only a very weak correlation between the errors for
atomizations and other reactions (correlation coefficient of
0.4). Statistically closer relations are found for the modern
methods but the relations are still weak. Based on this
solid evidence we very strongly recommend not to discuss
fundamental issues of DF performance in chemistry solely
based on atomization energy benchmarks.

4.2 Basis set dependence

Very recently, we investigated the basis set dependence of

B3LYP-D3, PW6B95-D3 and the DHDFs by comparing the

total WTMADs of GMTKN30 for the (aug-)def2-QZVP and

(aug-)def2-TZVPP bases (for other investigations of DHDFs

and their basis set dependence, see e.g. ref. 42, 153 and 154).31

Herein, we will extend this investigation to (meta-)GGAs and

will also present results for a double-z basis. This is particularly
important, as many users prefer e.g. the small 6-31G*155

Pople-basis for their applications. As 6-31G* is not available

for all elements included in GMTKN30, we made use of the

Ahlrichs’ basis sets. However, the results with the herein

chosen (aug-)def2-SV(P) valence double-zeta basis are usually

comparable to 6-31G*. An investigation on a double-z level

seems also appropriate for DHDFs that, due to the perturbative

contribution, intrinsically require larger basis sets.
Fig. 10 shows the WTMADs of some chosen functionals

from different rungs on Jacob’s Ladder. The actual values are

given in Table S50 in the ESI.w For the (meta-)GGAs and the

hybrids it is observed that the WTMADs only increase by

about 0.1 to 0.2 kcal mol!1 when going from the quadruple- to

the triple-z level. In the case of oTPSS-D3, it does not change

Fig. 7 Weighted total mean absolute deviations (WTMADs) of the double-hybrids in kcal mol!1 for the basic properties (a), the reaction energies

(b), the noncovalent interactions (c) and the complete GMTKN30 set (d). All values are based on (aug-)def2-QZVP calculations. All functionals

were combined with the DFT-D3 correction, except for XYG3. The suffix ‘-D3’ was skipped.
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Fig. 8 (a) WTMADs for the complete GMTKN30 for all 47 DFs. The values are based on (aug-)def2-QZVP calculations. All functionals were

combined with the DFT-D3 correction, except for the LDAs, oB97X-D (older DFT-D version), and XYG3. The suffix ‘-D3’ was skipped.

(b) WTMADs for all five rungs on Jacob’s Ladder, averaged over all functionals that belong to a specific rung.

Fig. 9 WTMADs for the reaction energies versus MADs of the W4-

08 set of total atomization energies.
Fig. 10 WTMADs in kcal mol!1 for the complete GMTKN30 set for

various DFs and three different basis sets. All functionals were

combined with the DFT-D3 correction, except for XYG3. The suffix

‘-D3’ was skipped.
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at all. This shows that these methods are already at the
KS-limit with a large triple-z basis. When going to the very
small basis, the WTMADs worsen drastically for these methods

(by about 3 kcal mol!1). No counter-poise corrections were
applied for the noncovalent systems to make the analysis
unbiased. A very large BSSE is observed for the water clusters
in WATER27. The energies of these clusters are already too
low for the pure functional and are even more lowered by
adding the DFT-D3 correction (e.g. the MAD for TPSS
increased from 20.7 to 29.5 kcal mol!1 when adding the

dispersion correction). However, this has only a minor impact
on the total WTMAD. For all three basis sets the relative
order of the functionals does not change and is the same as for
the large quadruple-z basis.

This picture completely changes for the DHDFs. As already
discussed, the basis set effect is larger than for the other
functional classes. The effect increases with increasing effective
perturbative contribution. Usually WTMADs worsen by
0.4 kcal mol!1 and they are very close to those of the best
hybrids [when going from (aug-)def2-QZVP to (aug-)def2-
TZVPP]. The only exception is PWPB95-D3. Its basis set

dependence is comparable to those of the (meta-)GGAs and
hybrids. It remains the only functional with a WTMAD lower
than 2 kcal mol!1 (1.8 kcal mol!1). At this triple-z level it is
thus the best DF for GMTKN30. When going to (aug-)def2-
SV(P), the WTMADs worsen by about 4 to 4.5 kcal mol!1.
The WTMADs for the DHDFs are now by about
0.5 kcal mol!1 worse than for PW6B95-D3 and MPW1B95-D3.
Only PWPB95-D3 is still by 0.3 kcal mol!1 better. However, in
general we cannot recommend application of double-z basis
sets and only want to illustrate the possible effects here.

4.3 Performance of MP2 methods

As double-hybrids include a perturbative correction and as
MP2 (particularly at the CBS limit) is a widely used method,
we finally analyze MP2 and its spin-component scaled versions
SCS-MP2, S2-MP2 and SOS-MP2 for GMTKN30. Additionally,
also the HF method is shortly discussed.
All WTMADs at the CBS limit (based on triple/quadruple-z

basis set extrapolations with the Ahlrichs type basis sets also
used for the DFs) are shown in Fig. 11. For the three
sub-classes and for the complete set, HF performs worse than

Fig. 11 Weighted total mean absolute deviations (WTMADs) of HF, MP2 variants and two DHDFs in kcal mol!1 for the basic properties (a),

the reaction energies (b), the noncovalent interactions (c) and the complete GMTKN30 set (d). For the wave function based methods, the values at

the CBS limit are shown [(aug-)def2-TZVPP- (aug-)def2-QZVP extrapolations]. The DF values are based on (aug-)def2-QZVP calculations. The

DFs were combined with the DFT-D3 correction. Results are also shown for HF-D3 and HF-D3(BJ).
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LDA (compare with Fig. 2 in Section 4.1). When dispersion-
corrected, HF becomes competitive to GGAs at least for
non-covalent interactions (this is particularly the case when
using the BJ-damping function, as already discussed
elsewhere40). The results for all benchmark sets for the two
basis sets and the CBS limit are shown in Table S51, ESI.w The
results in Table S51 (ESIw) show that the HF-limit seems
to be almost reached at the triple-z level. The WTMAD for the
complete set is 18.5 kcal mol!1 for all tested basis set levels
without dispersion-correction. It improves to 15.9 kcal mol!1

for HF-D3 and to 12.9 kcal mol!1 for HF-D3(BJ).
The basis set dependence of MP2 (and this holds also for the

spin-component scaled variants) is, as expected, larger and
also with the large quadruple-z basis the results for some
subsets are far away from the CBS limit (see Table S52, ESIw).
Particularly for MB08-165, W4-08, and ALK6 the basis set
effect is large.

The WTMAD for MP2/CBS for the complete GMTKN30
database is 3.6 kcal mol!1. The results for noncovalent
interactions confirm previous findings that MP2 works well
for hydrogen bonds (the MAD for WATER27 is 1.4 kcal mol!1

at the CBS limit), but usually overestimates dispersion dominated
complexes (see e.g. ref. 156–159). The MD for S22 for
MP2/CBS is 0.97 kcal mol!1, the MAD is 0.98 kcal mol!1.
The WTMAD for this sub-class is 0.90 kcal mol!1.

The WTMADs of the three spin-scaled MP2 versions
are also shown in Fig. 11 (see also Tables S53–S55, ESIw).
SCS-MP2/CBS is only slightly better than MP2/CBS for the
basic properties (WTMAD = 5.1 kcal mol!1). For the
reaction energies it performs much better with an WTMAD
of 1.8 kcal mol!1, which is in the range of the DHDFs.
For noncovalent interactions, previous findings are
confirmed that SCS-MP2 underestimates hydrogen bonds
(MD = !6.15 kcal mol!1; MAD = 6.25 kcal mol!1 for
WATER27) but corrects for the overestimation of MP2
for dispersion-dominated unsaturated complexes. The MAD
for S22 is 0.66 kcal mol!1 for SCS-MP2/CBS. Intramolecular-
dispersion effects are better described by SCS-MP2 than by
MP2 (MAD = 2.5 kcal mol!1 vs. 4.6 kcal mol!1). The
higher WTMAD, compared to MP2 (1.15 kcal mol!1 vs.
0.90 kcal mol!1), can be explained by the large MAD for
WATER27. For the complete set, SCS-MP2/CBS has a
WTMAD of 2.9 kcal mol!1, which is the range of the better
hybrid DFs.

S2-MP2/CBS is worse than MP2 for the basic properties
(WTMAD = 6.4 kcal mol!1). For reaction energies,
the WTMAD lies between that of MP2 and SCS-MP2
(3.1 kcal mol!1). Noncovalent interactions are on average
better described than by (SCS-)MP2 with a WTMAD of
0.80 kcal mol!1. For the complete benchmark database,
though, S2-MP2 is comparable with MP2 (WTMAD =
3.7 kcal mol!1) and cannot compete with SCS-MP2.

SOS-MP2 has higher WTMADs than SCS-MP2. The value
at the CBS limit for the complete set is 3.8 kcal mol!1.
Head-Gordon and co-workers reported in 2005 that long-
range interactions are not fully covered by SOS-MP2 (see
ref. 160 for their modified version MOS-MP2). GMTKN30
contains relatively large molecules, which is a possible
explanation for the performance of SOS-MP2.

If the size of an investigated system allows a perturbative
treatment, we suggest to apply DHDFs instead of MP2
methods. SCS-MP2 can compete with DFT for reaction
energies, though, and it is recommended when SIE related
problems are expected.

5. Summary and conclusion

A thorough study of various density functionals (DFs) was
carried out on the new GMTKN30 database for general main
group thermochemistry, kinetics and noncovalent inter-
actions. In total, 47 DFs were investigated: two LDAs, 14
GGAs, three meta-GGAs, 23 hybrids and five double-hybrids.
To the best of our knowledge this is the by far largest and
most comprehensive DFT benchmark regarding the range of
considered systems and density functionals.
Besides double-hybrids, also other modern approaches, i.e.,

the M05 and M06 classes of functionals and range-separated
hybrids, were tested. For almost all functionals, the new
DFT-D3 correction was applied; the parameters were taken
from previous works or determined for the present study. This
allows a consistent evaluation of the performance also
including noncovalently bound systems. The calculations were
carried out with a large quadruple-z basis; additional
calculations were done with smaller bases for some functionals.
MP2 and three spin-scaled variants are also tested to allow a
comparison with the DHDFs. Moreover, the influence of the
quadrature grid on the accuracy of the results was tested for
hybrid-, double-hybrid-, and meta-GGA functionals. The aim
of the various analyses was to organize the plethora of
available DFs and to find out which of these can be considered
as broadly applicable and robust. As GMTKN30 covers 841
relative energies from a large cross-section of 30 different
chemical processes, we think that our findings are based on
very solid grounds. We could show that there is no direct
correlation between a DF’s performance for atomization
energies and the chemically more important reaction energies,
contrary to what is often assumend in the literature. This
confirms the necessity of developing and using large and
diverse benchmark sets like GMTKN30. In general, we
strongly recommend to use a dispersion correction with any
functional, also for reaction energies, as intermolecular
dispersion interactions already occur in medium-sized
molecules.
The ‘simulation’ of (usually stabilizing) noncovalent

interactions by a basis set superposition error as e.g. in
many B3LYP/6-31G* applications (see e.g. ref. 161) is not
recommended. Except for LDAs, which are not consistently
applicable to molecular chemistry, the following conclusions
can be drawn and recommendations can be given on the
various rungs of Jacob’s Ladder:
( GGA-level: for basic properties, like e.g. atomization

energies, B97-D3 performs best. It was noted that some
empirical functionals yield unusually low or high total electronic
energies, which worsens the result for the basic properties
dramatically (e.g. the SSB-D3 and revSSB-D3 methods yield
about !77Eh for water instead of about !76.4Eh). Reaction
energies are well described by BPBE-D3 and BP86-D3.
However, these methods fail in correctly binding small
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noncovalently bound systems. BLYP-D3 is the second best of
all 47 functionals for the S22 test set (MAD = 0.24 kcal mol!1)
and the best GGA for the relative energies of tripeptide
conformers (PCONF). However, averaged over all considered
systems (inter-, intra-molecular and hydrogen-bonded
interactions) it is outperformed by B97-D3 and revPBE-D3.
Averaged over the complete GMTKN30 set, B97-D3 and
revPBE-D3 can be considered as the currently most robust
GGA functionals.
( Meta-GGA-level: the three meta-GGAs TPSS-D3,

oTPSS-D3 and M06L-D3 were tested. The VSXC functional
caused many problems and had to be left out of the analysis.
oTPSS-D3 resulted to be the most robust meta-GGA,
M06L-D3 the least robust one. Compared to the GGA
functionals, TPSS-D3 and M06L-D3 represent no clear
improvement. For noncovalent interactions, no meta-GGA
is recommended, but GGAs should be preferred if no
(double-)hybrid can be applied. Overall, oTPSS-D3 is the only
meta-GGA, which is an improvement over GGAs for the
description of energetics. It is even comparable to some hybrid
functionals. However, previous investigations showed that
TPSS yields slightly better geometries.30 Nevertheless, if
geometries are already available (and no (double-)hybrid can
be used), we recommend oTPSS-D3 for subsequent single-
point calculations.
( Hybrid-level: one of the important findings of our study is

that B3LYP-D3 is not the overall applicable functional, as
many users may still believe. Surprisingly it is even worse than
the average hybrid. Particularly for reaction energies it was
found to be the worst of all tested 23 hybrids. M062X-D3 and
M052X-D3 were the best functionals of the M05 and M06
classes and in fact, M062X-D3 is statistically the best of all
hybrids. However, we also observed for all Minnesota
functionals SCF-convergence problems, even for simple
atomic systems. Furthermore, problems with some non-
covalently bound complexes occurred. In accordance to other
works, we sometimes found a strong dependence of the results
on the quadrature grid that occurs randomly for various test
sets and functionals. This makes the M05 and M06 classes
of functionals less robust than other hybrid-GGAs and
hybrid-meta-GGAs and we strongly recommend careful
consideration of this point in hitherto unexplored systems.
Another important (and also surprising) finding is that the
range separated hybrids CAM-B3LYP-D3 and LC-oPBE-D3
are on average not better than global ones. oB97X-D seems
promising and it is worthwhile to reparameterize it with the
new DFT-D3 correction. As the most robust and very
accurate general purpose hybrid-functional, we recommend
Zhao and Truhlar’s PW6B95, which was published already
in 2005.
( Double-hybrid-level: on the quadruple- and triple-z level

the tested double-hybrids outperform all other functionals.
DSD-BLYP-D3 is the best functional on the quadruple-z level,
closely followed by PWPB95-D3, which has, however, a better
formal scaling behavior with system size. It is also expected to
be useful for cases in which LYP correlation is known to fail.
Although B2PLYP-D3, which was the first published DHDF,
is outperformed by its successors, the overall performance is
not bad and it may still be a reasonable option. Due to the

perturbative contribution in double-hybrids, their basis
set dependence is higher than for the other DFs. Only
PWPB95-D3 has a comparable basis set dependence as
(meta-)GGAs and hybrids and is the best DF on a triple-z
level. In another publication it was also shown that its
performance for transition metals is promising.31 Further
investigations on transition metal compounds are currently
being carried out in our laboratories. In general, DHDFs
cannot be recommended for small double-z bases sets.
DHDFs overall outperform MP2 and its spin-scaled methods.
SCS-MP2 competes with DHDFs for the reaction energies,
only. We suggest general usage of DHDFs. SCS-MP2 should
be used whenever the self-interaction error plays a role.
We hope that these insights are useful for the development

of new DFs, that program developers are encouraged to
include the recommended functionals into their codes and
that the community of DFT users will benefit from the above
given recommendations.
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